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KEY WORD DETERMINATIONS FROM 
VOICE DATA 

BACKGROUND 

As users increasingly utilize electronic environments for a 
variety of different purposes, there is an increasing desire to 
target advertising and other content that is of relevance to 
those users. Conventional systems track keywords entered by 
a user, or content accessed by a user, to attempt to determine 
items or topics that are of interest to the user. Such approaches 
do not provide an optimal source of information, however, as 
the information is limited to topics or content that the user 
specifically searches for, or otherwise accesses, in an elec 
tronic environment. Further, there is little to no context pro 
vided for the information gathered. For example, a user might 
search for a type of gift for another person that results in 
keywords for that type of gift being associated with the user, 
even if the user has no personal interest in that type of gift. 
Further, the user might browse information that goes against 
the user's preferences or personal beliefs, which might result 
in the user receiving advertisements for that information, 
which might upset the user or at least degrade the user expe 
1C. 

BRIEF DESCRIPTION OF THE DRAWINGS 

Various embodiments in accordance with the present dis 
closure will be described with reference to the drawings, in 
which: 

FIG. 1 illustrates an environment in which various aspects 
of a keyword determination process can be utilized in accor 
dance with various embodiments; 

FIG. 2 illustrates components of an example computing 
device that can be utilized in accordance with various 
embodiments; 

FIG. 3 illustrates example voice content received to an 
electronic device and keywords extracted from that voice 
content in accordance with various embodiments; 

FIG. 4 illustrates an example process for extracting key 
words from Voice content that can be used in accordance with 
various embodiments; and 

FIG. 5 illustrates an example interface including advertis 
ing and shopping Suggestions using keywords obtained from 
Voice content in accordance with at least one embodiment. 

DETAILED DESCRIPTION 

Systems and methods in accordance with various embodi 
ments of the present disclosure may overcome one or more of 
the aforementioned and other deficiencies experienced in 
conventional approaches to determining content that likely is 
of interest of users. In particular, various embodiments enable 
the capture and analysis of voice data to extract keywords that 
are likely of personal interest to a user. In at least some 
embodiments, a 'sniffer algorithm, process, or module can 
listen to a stream of audio content, typically corresponding to 
Voice data of a user, to attempt to identify one or more trigger 
words in the audio content. Upon detecting a trigger word, 
one or more algorithms can attempt to determine keywords 
associated with that trigger word. If the trigger word is a 
positive trigger word, as discussed later herein, the keyword 
can be associated with the user. If the trigger word is a nega 
tive word, the keyword can still be associated with a user, but 
as an indicator of a topic that is likely not of interest to the 
USC. 

10 

15 

25 

30 

35 

40 

45 

50 

55 

60 

65 

2 
In at least Some embodiments, a computing device Such as 

a Smartphone or tablet computer can actively listen to audio 
data for a user, Such as may be monitored during a phone call 
or recorded when a user is within a detectable distance of the 
device. In some embodiments, the use of the device can be 
indicative of the user providing the audio, Such as a person 
speaking into the microphone of a Smart phone. In other 
embodiments, Voice and/or facial recognition, or another 
Such process, can be used to identify a source of a particular 
portion of audio content. If multiple users or persons are able 
to be identified as Sources of audio, the audio content can be 
analyzed for each of those identified users and potentially 
associated with those users as well. 

In at least Some embodiments, the keywords or phrases 
extracted from the audio can be used to determine topics of 
potential interest to a user. These topics can be used for a 
number of purposes. Such as to target relevant ads to the user 
or display recommendations to the user. In a networked set 
ting, the ads or recommendations might be displayed to the 
user on a device other than the device that captured or ana 
lyzed the audio content. The ads or recommendations, or 
potentially a list of likes and dislikes, can also be provided for 
friends or connections of a given user, in order to assist the 
user in selecting a gift for those persons or performing another 
Such task. In at least some embodiments, a user can have the 
option of activating or deactivating the Sniffing or voice cap 
ture processes, for purposes such as privacy and data security. 

FIG. 1 illustrates an example of an environment 100 in 
which various aspects of the various embodiments can be 
implemented. In this example a user can talkinto a computing 
device 102, which is illustrated as a smart phone in this 
example. It should be understood, however, that any appro 
priate electronic device. Such as may include a conventional 
cellular phone, tablet computer, a desktop computer, a per 
Sonal media player, an e-book reader, or a video game system 
can be utilized as well within the scope of the various embodi 
ments. In this example, Voice content spoken into a micro 
phone 124 or other audio capture element of the computing 
device 124 is analyzed by one or more processes or algo 
rithms on the computing device to attempt to extract key 
words, phrases, or other information that is relevant to the 
user speaking the content. In a keyword example, any key 
words extracted for the user can be sent across one or more 
networks 104, as may include the Internet, a local area net 
work (LAN), a cellular network, and the like, to at least one 
content provider 112, or other such entity or service. In this 
example, a network server 114 or other such device capable of 
receiving requests and other information over the at least one 
network 104 is able to analyze information for a request 
including the one or more keywords and direct that request, or 
a related request, to an appropriate component, Such as at least 
one application server 116 operable to handle keywords 
extracted for various users. An application server 116 is oper 
able to parse the request to determine the user associated with 
the request, Such as by using information stored in at least one 
user data store 120, and the keywords to be associated with 
that user. The same or a different application server can com 
pare the keywords in the request to the keywords associated 
with that user as stored in at least one keyword data store 122 
or other Such location, and can update keyword information 
stored for the user. This can include, for example, adding 
keywords that were not previously associated with the user or 
updating a weighting, date, score, or other Such value for 
keywords that are already associated with the user but that 
might now be determined to be more relevant due to a more 
recent occurrence of that keyword. Various other processes 
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for updating keywords associated with a user can be utilized 
as well within the scope of the various embodiments. 

Keywords associated with the user can be used for any 
appropriate purpose. Such as for recommending advertising, 
product information, or other such content to the user. In this 
example, a recommendation engine 118 executing on one or 
more of the application servers 116 of the content provider 
112 can receive a request to serve a particular type of content 
(e.g., advertising) to a user, and can determine keywords 
associated with that user using information stored in the user 
and/or keyword data stores 120, 122. The recommendation 
engine can use any appropriate algorithm or process, such as 
those known or used in the art, to select content to be provided 
to the user. In this example, the content can be provided to any 
device associated with the user, such as the computing device 
102 that captured at least some of the keyword information 
from Voice data, or other devices for that user Such as a 
desktop computer 106, e-book reader 108, digital media 
player 110, and the like. In some embodiments these devices 
might be associated with a user account, while in other 
embodiments a user might login or otherwise provide identi 
fying information via one of these devices, which can be used 
to request and/or receive the recommended content. 

FIG. 2 illustrates a set of components of an example com 
puting device 200 that can be used to analyze voice content 
and attempt to extract relevant keywords for one or more users 
in accordance with various embodiments. It should be under 
stood, however, that there can be additional, fewer, or alter 
native components in similar or alternative configurations in 
other Such computing devices. In this example, the device 
includes conventional components such as a display element 
202, device memory/storage 204, and one or more input 
devices 206. The device in this example also includes audio 
components 214 Such as a microphone and/or speaker oper 
able to receive and/or transmit audio content. Audio data, 
Such as Voice content, captured by at least one of the audio 
components 214 can be transmitted to an audio processing 
component 212. Such as an audio chipset or integrated circuit 
board including hardware, Software, and/or firmware for pro 
cessing the audio data, Such as by performing one or more 
pre- or post-processing functions on the audio data as known 
in the art for Such purposes. The processed audio, which can 
be in the form of a pulse-code modulation (PCM) data stream 
or other Such format, can be directed through at least one 
Voice Sniffer algorithm or module 218 executing on, or pro 
duced by, at least one application processor 216 (e.g., a CPU). 
The Sniffer algorithms can be activated upon the occurrence 
of any appropriate action, such as the initiation of a Voice 
recording, the receiving of a phone call, etc. In at least some 
embodiments, the Sniffer algorithms read audio information 
from one or more registers of the audio IC 212. The audio can 
be read from registers holding data received from a micro 
phone, transceiver, or other Such component. 

In at least Some embodiments, avoice Sniffer algorithm can 
be configured to analyze the processed audio stream in near 
real time to attempt to identify the occurrence of what are 
referred to herein as “trigger words.” A trigger word is often 
a verb indicating some level of desire or interest in a noun that 
follows the trigger word in a sentence. For example, in sen 
tences such as “I love skiing or “I like to swim the words 
“like' and “love' could be example trigger words indicating 
a level of interest in particular topics, in this case Swimming 
and skiing. A computing device 200 could store, such as in 
memory 204 on the device, a set of positive trigger words 
(e.g., prefer, enjoy, bought, downloaded, etc.) and/or negative 
trigger words (e.g., hate, dislike, or returned) to be used in 
identifying potential keywords in the audio data. A Voice 
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4 
Sniffer algorithm could detect the presence of these trigger 
words in the audio, and then perform any of a number of 
potential actions. 

In one embodiment, a Voice Sniffer algorithm can cause a 
Snippet or portion of the audio including and/or immediately 
following the trigger word to be captured for analysis. The 
audio Snippet can be of any appropriate length or size, such as 
may correspond to an amount of time (e.g., 5 seconds), an 
amount of data (e.g., up to 5 MB), up to a pause of Voice data 
in the audio stream, or any other such determining factor. In 
Some embodiments a rolling buffer or other Such data cache 
can be used to also capture a portion of Voice data immedi 
ately prior to the trigger word to attempt to provide context as 
discussed elsewhere herein. In some embodiments, these 
audio Snippets are analyzed on the computing device using 
one or more audio processing algorithms executing on an 
application processor 216, while in other embodiments the 
Snippets can be transmitted over a network to another party, 
Such as a content provider, for analysis. 

In at least some embodiments, the audio can be analyzed or 
processed using one or more speech recognition algorithms 
or natural language processing algorithms. For example, the 
captured audio can be analyzed using acoustic and/or lan 
guage modeling for various statistically-based speech recog 
nition algorithms. Approaches relying on Hidden Markov 
models (HMMs) and dynamic time warping (DTW)-based 
speech recognition approaches can be utilized as well within 
the scope of the various embodiments. 

In this example, one or more algorithms or modules execut 
ing on the device can analyze the Snippet to attempt to deter 
mine keywords corresponding to the detected trigger words. 
Various algorithms can be used to determine keywords for a 
set of trigger words in accordance with the various embodi 
ments. The keywords can be any appropriate words or 
phrases, such as a noun, a proper name, a brand, a product, an 
activity, and the like. In at least some embodiments, one or 
more algorithms can remove stop words or other specific 
words that are unlikely to be useful keywords, such as “a. 
“the and “for” among others common for removal in pro 
cessing of natural language data. For example, the sentence “I 
love to ski” could result in, after processing, “love ski” which 
includes a trigger word (“love') and a keyword (“ski'). In 
embodiments where processes can attempt to determine key 
words for multiple users, and where data before trigger words 
are analyzed as well, a process might also identify the word 
“I” as an indicator of the user that should be associated with 
that keyword. For example, if the sentence had instead been 
“Jenny loves to ski” then that process might associate the 
keyword “ski” with user Jenny (if known, identified, etc.) 
instead of the user speaking that sentence. Various other 
approaches can be used as well within the scope of the various 
embodiments. 

In some embodiments, the Snippets can be analyzed to 
search for other content as well, such as "close words' as 
known in the art. One or more embodiments can attempt to 
utilize natural language and/or speech recognition algorithms 
to attempt to derive a context or other level of understanding 
of the words contained in the Snippets, in order to more 
accurately select keywords to be associated with a particular 
user. Approaches such as the Hidden Markov models 
(HMMs) and dynamic time warping (DTW)-based speech 
recognition approaches discussed above can be used to ana 
lyze the audio Snippets as well in at least Some embodiments. 
Once the words of the audio are determined, one or more text 
analytics operations can be used to attempt to determine a 
context of those words. These operations can help to identify 
and/or extract contextual phrases using approaches such as 
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clustering, N-gram detection, noun-phrase extraction, and 
theme determination, among others. 

In Some embodiments, an audio processing algorithm 
might also determine a type of interest in a particular key 
word. For example, a phrase such as “love to paint’ might 
result in a keyword to be associated with a user, but a phrase 
such as “hate to draw might also result in a keyword to be 
associated with that user. Since each trigger word indicates a 
different type of interest, an algorithm might also generate a 
flag, identifier, or other indicia for at least one of the keywords 
to indicate whether there is positive or negative interest in that 
keyword. In cases where keywords are stored for a user, in 
Some embodiments the positive and negative interest key 
words might be stored to different tables, or have additional 
data stored for the type of interest. Similarly, the stored key 
words might have additional data indicating anotherpersonto 
be associated with that keyword, Such as where the user says 
“my mother loves crossword puzzles. In Such an instance, 
the keyword or phrase “crossword puzzle' can be associated 
with the user, but more specifically can be associated in a 
context of that user's mother. 

In at least Some embodiments, one or more algorithms will 
also attempt to process the keywords to determine a stem, 
alternate form, or other Such keyword that might be associ 
ated with that user. For example, the term “crossword 
puzzles' might be shortened to the singular version or stem 
“crossword puzzle” using processes known in the art. Further, 
separate keywords such as “crossword' and "puzzle” might 
also be determined as keywords to be associated with the user. 
In some embodiments, the analysis of the keywords into 
stems or alternatives might be performed by another entity, 
Such as a content provider as discussed elsewhere herein. 

In at least some embodiments, the keywords that are iden 
tified to be associated with a user are stored, at least tempo 
rarily, to a database in memory or storage 204 on the com 
puting device. For applications executing on the device that 
utilize Such information, those applications can potentially 
access the local database to determine one or more appropri 
ate keywords for a current user. In at least some embodiments 
additional data can be stored for identified keywords as well. 
For example, a timestamp or set of geographic coordinates 
can be stored for the time and/or location at which the key 
word was identified. Identifying information can be stored as 
well. Such as may identify the speaker of the keyword, a 
person associated with the keyword, people nearby when the 
keyword was spoken, etc. In at least Some embodiments pri 
ority information may be attached as well. For example, a 
keyword that is repeated multiple times in a conversation 
might be given assigned a higher priority than other key 
words, tagged with a priority tag, or otherwise identified. 
Similarly, a keyword following a “strong trigger word Such 
as “love' might be given a higher priority or weighting than 
for an intermediate trigger word Such as “purchased. In at 
least Some embodiments, the processing and storing can be 
done in near real time, such as while the user is still speaking, 
on the phone, or otherwise generating Voice content or other 
audio data. 

In at least some embodiments the computing device can be 
configured to send the identified keywords (or audio Snippets, 
etc.) to another party over at least one network or connection. 
In this example, the application processor can cause the key 
words to be passed to a baseband processor 208 or other such 
component that is able to format the data into appropriate 
packets, streams, or other Such formats and transmit the data 
to another party using at least one transceiver 210. The data 
can be transmitted using any appropriate signal. Such as a 
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6 
cellular signal or Internet data stream, etc. As known in the art 
for Such purposes, one or more codecs can be used to encode 
and decode the Voice content. 

In at least some embodiments, the keywords for a user 
might be transmitted to a content provider or other such party, 
whereby the provider is able to store the keywords in a data 
store for Subsequent use with respect to the user. In some 
embodiments, a copy of the keywords will be stored on the 
computing device capturing the Voice content as well as by 
the content provider. In other embodiments, keywords might 
be stored on the computing device for only a determined 
amount of time, or in a FIFO buffer, for example, while in 
other embodiments the keywords are deleted from the com 
puting device when transferred to, and stored by, the content 
provider. In some instances, a central keyword or interest 
service might collect and store the keyword information, 
which can then be obtained by a third party such as a content 
provider. Various other options exist as well. 

In some embodiments, a local data store and a data store 
hosted remotely by a content provider (referred to hereinafter 
as a "cloud' data store) can be synced periodically, such as 
once a day, every few hours, or at other Such intervals. In some 
embodiments the local data store might hold the keywords 
until the end of a currentaction, such as the end of a phone call 
or the end of a period of audio capture, and then transmit the 
keyword data to the cloud data store at the end of the action. 
In an embodiment where audio segments are uploaded to the 
cloud or a third party provider for analysis, for example, the 
audio might be transmitted as soon as it is extracted, in order 
to conserve storage capacity on the computing device. When 
analysis is done in the cloud, for example, identified key 
words might be pushed to the local data store as well as a 
cloud data store (or other appropriate location) for Subsequent 
retrieval. An advantage to transmitting information during or 
at the end of an activity, for example, is that corresponding 
recommendations or actions can be provided to the user dur 
ing or at the end of an activity, when those recommendations 
or actions can be most useful. 

In some embodiments, the keyword data transmission can 
"piggy-back onto, or otherwise take advantage of another 
communications channel for the device. The channel can be 
utilized at the end of a transmission, when data is already 
being transmitted to the cloud or another appropriate location, 
or at another Such time. For example, an e-book reader or 
Smartphone might periodically synchronize a particular type 
of information with a data store in the cloud. In at least some 
embodiments where messages are already intended for a con 
tent provider, for example, the keyword information can be 
added to the existing messages in order to conserve band 
width and power, among other such advantages. In some 
embodiments, existing connections can be left active for a 
period of time to send additional data packets for the keyword 
data. 

For example, if a user mentions a desire to travel to Paris 
while on a call, a recommendation for a book about Paris oran 
advertisement for travel site might be presented at the end of 
the call, when the user might be interested in such informa 
tion. Similarly, if the user mentions how much the user would 
like to go to a restaurant while on the phone, a recommenda 
tion might be sent while the user is still engaged in the con 
Versation that enables the user to make a reservation at the 
restaurant, or provides a coupon or dining offer for that res 
taurant (or a related restaurant) during the call, as providing 
such information after the call might be too late if the user 
makes other plans during the conversation. In either case, the 
information can be stored for use in Subsequent recommen 
dations. 
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In some embodiments, there might be various types of 
triggers that result in different types of action being taken. For 
example, if a user utters a phrase such as “reserve a table' or 
“book a hotel then trigger words such as “reserve' and 
“book' might cause information to be transmitted in real 
time, as relevant recommendations or content might be of 
interest to the user at the current time. Other phrases such as 
"enjoy folk music' might not cause an immediate upload or 
transfer, for reasons such as to conserve bandwidth, but might 
be uploaded or transferred at the next appropriate time. In 
some embodiments, the location of the user can be sent with 
the keyword data, as mentioned. Such that the location can be 
included in the recommendation. For example, if the user 
loves Italian food then the keyword and location data might be 
used to provide a coupon for an Italian restaurant near the 
user's current location. A priority tag or other information 
might also be transmitted to cause the recommendation to be 
sent within a current time period, as opposed to some future 
request for content. 

FIG. 3 illustrates an example situation 300 wherein a tele 
phone conversation is occurring between two people. The 
user of a smartphone 302 is speaking into a microphone 308 
of the smart phone, and the voice content from the other 
person is received by a transceiver of the phone and played 
through a speaker 306. Approaches to operating a phone and 
conveying voice data are well known in the art and will not be 
discussed herein in detail. As illustrated previously in FIG. 2, 
one or more Sniffer algorithms can listen to the audio content 
received from the user through the microphone 308 and from 
the other person via the transceiver or other appropriate ele 
ment, or from the processing components to the speaker. In 
some embodiments, the smartphone 302 can be configured 
Such that audio is only captured and/or analyzed for the user 
of the phone, in order to ensure privacy, permission, and other 
Such aspects. In other embodiments, such as where the other 
person has indicated a willingness to have Voice contentana 
lyzed and has been identified to the phone through voice 
recognition, identification at the other person's device, or 
using another Such approach, Voice content for the other 
person can be captured and/or analyzed as well. In some 
embodiments, each user's device can capture and/or analyze 
Voice data for a respective user, and keyword or other Such 
data can be stored on the respective devices, sent to other 
devices, aggregated in a cloud data store, or otherwise 
handled within the scope of the various embodiments. 

In this example, the smartphone 302 has verified an iden 
tity and authorization from both the user and the other person, 
such that voice data can be analyzed for both people. The user 
speaks Voice content (represented by the respective text 
bubble 304) that is received by the microphone and processed 
as discussed above. In this example, the Sniffer algorithms can 
pick up the trigger words “love' and “great’ in the voice data 
from the user, and extract at least the corresponding portions 
of the voice data, shown in underline in the figure to include 
the phrases “with Santa Barbara' and “wineries to visit. As 
discussed above, stop words can be removed and algorithms 
utilized to extract keywords such as “wineries' and Santa 
Barbara from the user's voice data. 

Similarly, the Sniffer algorithms can analyze the Voice data 
(represented by the respective text bubble 310) received from 
the other person (Laura). In this example, the Sniffer algo 
rithm can similarly pick up the trigger words "enjoyed' and 
“loved in the voice data, and extract the keywords “Orange 
County.” “beaches, and “San Diego Zoo.” In this example, 
however, the algorithms also analyzed voice information 
received directly before the trigger word “loved' such that the 
algorithms can determine the interest did not necessarily lie 
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8 
with the speaker, but with the “kids' of the speaker. Such an 
approach can be beneficial in other situations as well. Such as 
where a user says “I do not like peas, where if words before 
the trigger word were not analyzed could potentially be 
treated as “like peas.” 

During this portion of the conversation the algorithms can 
cause data to be stored to a local data store on the Smartphone 
302 such as that illustrated in the example table 310. Key 
words associated with the verified user and with the identified 
other person are displayed. Also, it can be seen that variations 
of the keywords such as “wine' and “winery' can be associ 
ated with a user in at least Some embodiments, which can help 
with recommendations in at least some cases. Further, it can 
be seen that some of the keywords associated with Laura have 
additional data indicating that these keywords are associated 
with Laura's kids, and not necessarily with Laura herself. As 
discussed, various information Such as timestamps, locations, 
and other such information can be stored to the data store as 
well in other embodiments. Further, the example table should 
be taken as illustrative, and it should be understood that such 
tables can take any appropriate form known or used in the art 
for storing information in accordance with the various 
embodiments. 

FIG. 4 illustrates an example process for determining key 
words from Voice content that can be used in accordance with 
various embodiments. It should be understood that, for any 
process discussed herein, there can be additional, fewer, or 
alternative steps performed in similar or alternative orders, or 
in parallel, within the scope of the various embodiments 
unless otherwise stated. In this example, a voice stream is 
received 402 for at least one user to a computing device. As 
mentioned, this can include a user speaking into a smart 
phone, having audio recorded by a portable computing 
device, etc. After any desired audio processing, at least one 
Sniffer algorithm or component can Sniff and/or analyze 404 
the audio stream to attempt to locate one or more trigger 
words in the audio content. If no trigger words are found 406, 
the computing device can continue to Sniff audio content or 
wait for Subsequent audio content. If a likely trigger word is 
found in the Voice content, at least a portion of the adjacent 
audio can be captured 408, Such as a determined amount(e.g., 
5-10 seconds, as may be user configurable) immediately 
before and/or after the trigger word. In this example, the 
adjacent audio is analyzed 410 to attempt to determine one or 
more keywords, as well as potentially any contextual infor 
mation for those keywords. As discussed, in Some embodi 
ments the captured audio can be uploaded to another system 
or service for analysis or other processing. Any keyword 
located in the captured audio can be stored 412 on the device, 
Such as to a local data store, and associated with the user. As 
mentioned, other data Such as timestamps or location data can 
be stored as well. At one or more appropriate times, the 
keyword data can be transmitted 414 to a content provider, or 
other entity, system, or service, which is operable to receive 
and store the keyword data associated with the user, or any 
other identified person for which keyword data was obtained. 
Once keyword data is stored for a user, that keyword data 

can be used to determine and/or target content that might be of 
interest to that user. For example, FIG. 5 illustrates an 
example interface page 500 that might be displayed to a user 
in accordance with at least one embodiment. In this example, 
the page includes an advertisement 506. Using any appropri 
ate selection mechanism known or used in the art, an adver 
tising entity can obtain keyword data for the user as extracted 
in FIG. 4 and use that information to select an ad to display to 
the user. In this example, the advertising entity located the 
keyword “wine' associated with the user and, based on any 
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appropriate criteria known or used for Such purposes, selected 
an ad relating to wine to display to the user. Similarly, a 
provider of an electronic marketplace which the user is 
accessing has selected a number of different product recom 
mendations 502 to provide to the user based on the keywords 
extracted for that user as well. In addition, the electronic 
marketplace has identified Laura as one of the users friends, 
whether through manual input, Social networking, or another 
Such approach. Accordingly, the provider has selected recom 
mendations 504 for gifts for Laura based on the keywords that 
were extracted for her in FIG. 4. Various uses of keywords or 
other Such data for recommendations or content selection can 
utilize keyword data obtained using the various processes 
hereinas should be apparent in light of the present disclosure. 

While phone conversations are described in many of the 
examples herein, it should be understood that there can be 
various situations in which voice data can be obtained. For 
example, a user might talk to a friend about purchasing a 
mountain bike within an audio capture distance of that user's 
home computer. If the user has authorized the home computer 
to listen for, and analyze, Voice content from the user, the 
computer can obtain keywords from the conversation and 
automatically provide recommendations during the conver 
sation, such as by displaying one or more Web sites offering 
mountain bikes, performing a search for mountain bikes, etc. 
If the user discusses an interestina certain actor, the computer 
could upload that information to a recommendations service 
or similar entity that could provide recommendations or con 
tent for movies starring that actor. In some embodiments, a 
list of those movies (or potentially one or more of the movies 
themselves) could be pushed to a digital video recorder or 
media player associated with the user, whereby the user could 
purchase, download, stream, or otherwise obtain any of those 
movies that are available. As should be apparent, when mul 
tiple types of device are associated with a user, there can be 
different types of recommendations or content for at least 
Some of those devices. As mentioned, media players might 
get movie or music recommendations, e-book readers might 
get book recommendations, etc. In some situations the rec 
ommendations might depend upon the available channels as 
well. For example, if a user is on a Smartphone and only has 
a conventional cellular data connection, the device might not 
Suggest high definition video or other bandwidth-intensive 
content, but might go ahead and recommend that content 
when the user has a different connection (e.g., a Wi-Fi chan 
nel) available. Various other options can be implemented as 
well. 
As mentioned, in at least Some embodiments the keyword 

data can include timestamp data as well. Such information 
can be used to weight and/or decay the keyword data, in order 
to ensure that the stored keywords represent current interests 
of the user. For example, a teenager might change musical 
tastes relatively frequently, such that it is desirable to ensure 
recommendations represent the teenager's current interests in 
order to improve the performance of the recommendations. 
Similarly, a user might be interested in camping gear during 
the Summer, but not during the winter. A user might also be 
interested in information about Italy before a vacation, but not 
afterwards. Thus, it can be advantageous in at least some 
situations to enable the keywords to have a decaying weight 
or value for recommendations over time. As discussed, how 
ever, if a keyword is detected again then the more recent 
timestamp can be used, or higher priority given, for example, 
in order to express that the keyword still has some interest by 
the user. 
As should be understood, the sets of trigger words can vary 

for different types of users. For example, different sets can be 
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10 
used based on factors such as language selection or geo 
graphic area. At least one language dictionary might be 
selected for (or by) a particular user, with one or more appro 
priate sets of keywords being selected from that dictionary for 
that user. In some embodiments, a Smart device can also 
update a set of trigger words over time. Such as by download 
ing or receiving updates from another source, or by learning 
keywords from user behavior or input. Various other update 
approaches can be used as well. 

There can be various approaches to providing recommen 
dations to a user as well. As illustrated, advertising or content 
can be provided for display to the user on a display of a 
computing device. If a user is in the middle of a conversation 
on a Smartphone, however, the user might not want or know 
to pull the phone away from the user's ear in order to see 
information displayed on the screen. In some embodiments, a 
notification Such as a vibration or sound can be generated to 
notify the user of the recommendation. In other embodi 
ments, however, the recommendation can be provided to the 
user through an appropriate audio mechanism. For example, 
a speech generation algorithm can generate speech data for 
the recommendation and cause that information to be con 
veyed to the user through a speaker of the phone. Thus, if a 
user is interested in a particular restaurant for Saturday night, 
the phone might “whisper to the user that a reservation is 
available for that night, or provide other such information. 
The information can be conveyed at any Volume or with any 
other such aspects, as may be user-configurable. In some 
embodiments, the Voice data can be generated by a remote 
system or service and then transmitted to the phone to convey 
to the user, using the same or a different communication 
channel than the call. In some embodiments everyone on the 
call can hear the recommendation, while in other embodi 
ments only the user can hear the recommendation. 
As discussed, some embodiments enable Voice data to be 

recorded when there are multiple people generating audio 
content. In at least Some embodiments, at least one Voice 
recognition process can be used to attempt to determine 
which audio to analyze and/or who to associate with that 
audio. In some embodiments, one or more video cameras 
might capture image information to attempt to determine 
which user is speaking, as may be based on lip movement or 
other such indicia, which can be used to further distinguish 
Voice data from different Sources, such as where only one or 
more of the faces can be recognized. Various other 
approaches can be used as well within the scope of the various 
embodiments. 
As discussed above, the various embodiments can be 

implemented in a wide variety of operating environments, 
which in some cases can include one or more user computers, 
computing devices, or processing devices which can be used 
to operate any of a number of applications. User or client 
devices can include any of a number of general purpose 
personal computers, such as desktop or laptop computers 
running a standard operating system, as well as cellular, wire 
less, and handheld devices running mobile software and 
capable of supporting a number of networking and messaging 
protocols. Such a system also can include a number of work 
stations running any of a variety of commercially-available 
operating systems and other known applications for purposes 
Such as development and database management. These 
devices also can include other electronic devices, such as 
dummy terminals, thin-clients, gaming systems, and other 
devices capable of communicating via a network. 

Various aspects also can be implemented as part of at least 
one service or Web service, such as may be part of a service 
oriented architecture. Services such as Web services can com 
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municate using any appropriate type of messaging, Such as by 
using messages in extensible markup language (XML) for 
mat and exchanged using an appropriate protocol Such as 
SOAP (derived from the “Simple Object Access Protocol). 
Processes provided or executed by such services can be writ 
ten in any appropriate language. Such as the Web Services 
Description Language (WSDL). Using a language Such as 
WSDL allows for functionality such as the automated gen 
eration of client-side code in various SOAP frameworks. 

Most embodiments utilize at least one network that would 
be familiar to those skilled in the art for Supporting commu 
nications using any of a variety of commercially-available 
protocols, such as TCP/IP. OSI, FTP, UPnP, NFS, and CIFS. 
Information can also be conveyed using standards or proto 
cols such as Wi-Fi, 2G, 3G, 4G, CDMA, WiMAX, long term 
evolution (LTE), HSPA+, UMTS, and the like. The network 
can be, for example, a local area network, a wide-area net 
work, a virtual private network, the Internet, an intranet, an 
extranet, a public switched telephone network, an infrared 
network, a wireless network, and any combination thereof. 

In embodiments utilizing a Web server, the Web server can 
run any of a variety of server or mid-tier applications, includ 
ing HTTP servers, FTP servers, CGI servers, data servers, 
Java servers, and business application servers. The server(s) 
also may be capable of executing programs or Scripts in 
response requests from user devices, such as by executing one 
or more Web applications that may be implemented as one or 
more Scripts or programs written in any programming lan 
guage, such as Java R., C, C# or C++, or any scripting lan 
guage, such as Perl, Python, or TCL, as well as combinations 
thereof. The server(s) may also include database servers, 
including without limitation those commercially available 
from Oracle(R, Microsoft(R), Sybase(R), and IBM(R). 
The environment can include a variety of data stores and 

other memory and storage media as discussed above. These 
can reside in a variety of locations, such as on a storage 
medium local to (and/or resident in) one or more of the 
computers or remote from any or all of the computers across 
the network. In a particular set of embodiments, the informa 
tion may reside in a storage-area network ("SAN) familiar to 
those skilled in the art. Similarly, any necessary files for 
performing the functions attributed to the computers, servers, 
or other network devices may be stored locally and/or 
remotely, as appropriate. Where a system includes comput 
erized devices, each Such device can include hardware ele 
ments that may be electrically coupled via abus, the elements 
including, for example, at least one central processing unit 
(CPU), at least one input device (e.g., a mouse, keyboard, 
controller, touch screen, or keypad), and at least one output 
device (e.g., a display device, printer, or speaker). Such a 
system may also include one or more storage devices, such as 
disk drives, optical storage devices, and Solid-state storage 
devices such as random access memory (“RAM) or read 
only memory (“ROM), as well as removable media devices, 
memory cards, flash cards, etc. 

Such devices also can include a computer-readable storage 
media reader, a communications device (e.g., a modem, a 
network card (wireless or wired), an infrared communication 
device, etc.), and working memory as described above. The 
computer-readable storage media reader can be connected 
with, or configured to receive, a computer-readable storage 
medium, representing remote, local, fixed, and/or removable 
storage devices as well as storage media for temporarily 
and/or more permanently containing, storing, transmitting, 
and retrieving computer-readable information. The system 
and various devices also typically will include a number of 
Software applications, modules, services, or other elements 

10 

15 

25 

30 

35 

40 

45 

50 

55 

60 

65 

12 
located within at least one working memory device, including 
an operating system and application programs, such as a 
client application or Web browser. It should be appreciated 
that alternate embodiments may have numerous variations 
from that described above. For example, customized hard 
ware might also be used and/or particular elements might be 
implemented in hardware, Software (including portable soft 
ware, such as applets), or both. Further, connection to other 
computing devices such as network input/output devices may 
be employed. 

Storage media and computer readable media for containing 
code, or portions of code, can include any appropriate media 
known or used in the art, including storage media and com 
munication media, Such as but not limited to volatile and 
non-volatile, removable and non-removable media imple 
mented in any method or technology for storage and/or trans 
mission of information Such as computer readable instruc 
tions, data structures, program modules, or other data, 
including RAM, ROM, EEPROM, flash memory or other 
memory technology, CD-ROM, digital versatile disk (DVD) 
or other optical storage, magnetic cassettes, magnetic tape, 
magnetic disk storage or other magnetic storage devices, or 
any other medium which can be used to store the desired 
information and which can be accessed by the a system 
device. Based on the disclosure and teachings provided 
herein, a person of ordinary skill in the art will appreciate 
other ways and/or methods to implement the various embodi 
mentS. 
The specification and drawings are, accordingly, to be 

regarded in an illustrative rather than a restrictive sense. It 
will, however, be evident that various modifications and 
changes may be made thereunto without departing from the 
broader spirit and scope of the invention as set forth in the 
claims. 

What is claimed is: 
1. A computer-implemented method of determining inter 

ests of a user, comprising: 
capturing voice content using a microphone of a comput 

ing device, the Voice content being spoken by a user of 
the computing device; 

analyzing the captured Voice content, using at least one 
Sniffer algorithm executing on the computing device, to 
detect a trigger word in the Voice content spoken by the 
user, the trigger word corresponding to a set of trigger 
words Stored by the computing device; 

analyzing a portion of the captured Voice content to locate 
at least one keyword in the Voice content, each of the at 
least one keyword being an object of the trigger word; 

storing the at least one located keyword from the Voice 
content to a local data store on the computing device; 
and 

sending the at least one located keyword to a remote data 
store accessible to at least one process capable of using 
the at least one located keyword to determine one or 
more topics of potential interest to the user and select 
recommended content to be provided to the user, the 
recommended content being selected based at least in 
part upon the one or more topics of potential interest. 

2. The computer-implemented method of claim 1, further 
comprising: 

deleting the located keywords from the local data store on 
the computing device when the located keywords are 
stored to the remote data store. 

3. The computer-implemented method of claim 1, wherein 
the computing device includes telecommunications function 
ality, and 
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wherein capturing Voice content using a microphone 
includes capturing Voice content spoken by the user for 
purposes of transmission to at least one other party as 
part of a telecommunications call. 

4. The computer-implemented method of claim 1, wherein 
the at least one potential match includes object data for at least 
one of an image, a video file, an audio file, or an olfactory 
object. 

5. The computer-implemented method of claim 1, wherein 
analyzing the captured Voice content using at least one Sniffer 
algorithm includes using at least one speech recognition pro 
cess to identify text corresponding to spoken words in the 
captured voice content. 

6. The computer-implemented method of claim 1, wherein 
analyzing a portion of the captured Voice content to locate at 
least one keyword in the Voice content includes processing a 
portion of the Voice content after the keyword using at least 
one text analytics process to identify the at least one object of 
the keyword. 

7. The computer-implemented method of claim 1, wherein 
a selected trigger word corresponds to the set of trigger words 
when the selected trigger word is in the set of trigger words or 
is a variant of a trigger word in the set of trigger words. 

8. The computer-implemented method of claim 1, wherein 
the selected content is pushed to the user during the capturing 
of Voice content. 

9. A method of determining keywords for a user, compris 
ing: 

under control of one or more computer systems configured 
with executable instructions, 

obtaining, by a computing device, Voice content corre 
sponding to a user; 

analyzing, by the computing device, the Voice content 
using at least one audio Sniffer to locate a trigger word in 
the Voice content; 

causingaportion of the Voice content adjacent to a detected 
trigger word to be analyzed to attempt to locate a key 
word that is an object of the trigger word; and 

causing the keyword to be associated with the user; and 
enabling the keyword to be accessed by at least one process 

capable of selecting content to be provided to the user 
based at least in part upon the keyword, the keyword 
being indicative of a topic of potential interest to the 
USC. 

10. The method of claim 9, wherein analyzing the voice 
content using at least one audio Sniffer includes using at least 
one speech recognition process to identify words in the Voice 
COntent. 

11. The method of claim 10, wherein causing the voice 
content adjacent to the detected trigger word to be analyzed to 
attempt to locate the keyword includes analyzing the words 
adjacent to the detected trigger word using at least one text 
analytics algorithm. 

12. The method of claim 9, further comprising: 
authenticating an identity of the user before analyzing the 

captured Voice content using the at least one audio 
Sniffer. 

13. The method of claim 12, wherein the identity of the user 
is authenticated using at least one of Voice recognition or 
facial recognition. 

14. The method of claim 9, wherein the voice content is 
capable of being captured concurrently for multiple users, a 
located keyword in the captured audio data being associated 
with a respective user determined to have spoken the located 
keyword. 

15. The method of claim 14, wherein a respective user is 
determined to have spoken a located keyword using at least 
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14 
one of Voice recognition, facial recognition, motion detec 
tion, or audio Source information. 

16. The method of claim 9, further comprising: 
causing additional information to be stored with at least 

one located keyword, the additional information includ 
ing at least one of a timestamp, geographic coordinates, 
identity information, contextual information, priority 
information, level of interest information, and type of 
interest information. 

17. The method of claim 16, wherein the at least one 
located keyword expires a determined amount of time after an 
associated timestamp. 

18. The method of claim 9, wherein causingaportion of the 
Voice content adjacent to a detected trigger word to be ana 
lyzed includes at least one of analyzing the portion on the 
computing device capturing the Voice content or transmitting 
the portion to another computing device operable to analyze 
the portion. 

19. The method of claim 9, wherein causing the keyword to 
be associated with the user includes at least one of storing the 
keyword on a local data store of the computing device cap 
turing the Voice content or transmitting the keyword and 
identifying information for the user to at least one remote data 
store accessible by at least one other entity. 

20. The method of claim 19, wherein the at least one other 
entity is capable of selecting content to be provided to the user 
based at least in part upon one or more keywords associated 
with the user in the at least one remote data store. 

21. The method of claim 19, wherein a type of the selected 
content is based at least in part upon a type of electronic 
device through which the selected content is to be provided to 
the user, the electronic device capable of being a different 
type of electronic device than captured the Voice content. 

22. The method of claim 19, wherein the selected content 
includes at least one of advertising or at least one recommen 
dation. 

23. A computing device, comprising: 
a device processor; and 
a memory device including instructions that, when 

executed by the at least one processor, cause the com 
puting device to: 
obtain Voice content corresponding to a user of the com 

puting device; 
analyze the captured stream using at least one audio 

Sniffer, executing on the computing device, to attempt 
to locate a trigger word in the Voice content; 

cause a portion of the Voice content adjacent to a 
detected trigger word to be analyzed to locate a key 
word that is an object of the trigger word; and 

cause the keyword to be associated with the user for use 
in recommending content of potential interest to the 
USC. 

24. The computing device of claim 23, further comprising: 
a data transmission component operable to transmitat least 

one of the portion of the voice content or the keyword to 
a separate entity capable of storing the keyword to a 
remote data store accessible to at least one entity capable 
of selecting content to be provided to the user. 

25. The computing device of claim 24, further comprising: 
a local data store for storing the keyword at least until the 

keyword can be transmitted to the separate entity via the 
data transmission component. 

26. The computing device of claim 24, wherein the data 
transmission element is operable to establish a data commu 
nications channel for a purpose separate from transmission of 
the keyword to the separate entity, the computing device 
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operable to utilize the data communications channel when 
open to transmit the keyword to the separate entity. 

27. The computing device of claim 23, further comprising: 
a data buffer operable to store a recent amount of voice 

content enabling a portion of the Voice content before a 
detected trigger word to be analyzed to provide addi 
tional context for the located keyword. 

28. The computing device of claim 23, further comprising: 
at least one audio generation component operable to trans 

mit audio generated from data received by the comput 
ing device, 

wherein a recommendation received by the computing 
device is capable of being conveyed via an audible trans 
mission to the user. 

29. The computing device of claim 28, wherein the recom 
mendation is capable of being conveyed at a controlled Vol 
ume to the user via the audible transmission when the user is 
engaged in a telecommunications call using the computing 
device. 

30. A non-transitory computer-readable storage medium 
storing instructions for providing location-specific informa 
tion, the instructions when executed by a processor of a com 
puting device causing the computing device to: 
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obtain Voice content corresponding to a user; 
analyze the Voice content using at least one audio Sniffer to 

locate a trigger word in the Voice content; 
cause a portion of the Voice content adjacent to a detected 

trigger word to be analyzed to attempt to locate a key 
word that is an object of the trigger word; and 

cause the located keyword to be associated with the user for 
use in recommending content of potential interest to the 
USC. 

31. The non-transitory computer-readable storage medium 
of claim 30, wherein the instructions when executed further 
cause the computing device to cause at least one of a weight 
ing or priority level of a keyword to be updated when a located 
keyword is already associated with the user. 

32. The non-transitory computer-readable storage medium 
of claim 30, wherein the instructions when executed further 
cause the computing device to Verify an identity of the user 
before analyzing the captured Voice content. 

33. The computer-implemented method of claim 1, further 
20 comprising: 

presenting, on the computing device, the recommended 
content to the user. 

k k k k k 


